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Abstract

The gambling expenditure in the United States have been analysed for the period from 1965 to 2016.
The effects of income, misery index, electricity consumption, population growth on gambling
expenditure were analysed through an ARDL model. The method that deals well with the
autoregressive nature of the phenomenon. The results support that gross domestic product has an
impact on gambling expenditure in both the short- and long-run. While the misery index (or its

decomposition) only has an effect in the long-run. The consumption of electricity that was used as a

proxy for new forms of gambling is related to gambling expenses. It suggests that new forms of

gambling can be a risk to the gaming industry in long-run. Our results show the economic outlook on
the phenomenon of gambling. It presents useful information to public policymakers and the gambling

industry and contributes to the literature on the phenomenon of gambling.

Keywords: Gambling Expenditure; United States; ARDL model.

JEL Classification: L83; C51; P36.

174



[2019] V.21, n.42
RES DOI 10.19093/res8171

O IMPACTO DA RIQUEZA E DA POBREZA NAS DESPESAS COM
JOGOS DE AZAR NOS ESTADOS UNIDOS

Resumo

As despesas com jogos de azar nos Estados Unidos foram analisadas para o intervalo de tempo entre
1965 e 2016. Os efeitos da renda, do indice de miséria, do consumo de eletricidade e do crescimento
populacional nas despesas com jogos de azar foram analisados com o modelo ARDL. O método lida
bem com a natureza autoregressiva do fenémeno do jogo. Os resultados confirmam que o Produto
Interno Bruto tem impacto nas despesas com jogos de azar tanto a curto como a longo prazo. Enquanto
o indice de miséria (ou a sua decomposi¢do) s6 tem um efeito de longo prazo. O consumo de
eletricidade que foi usado como proxy para novas formas de jogo e provou que esté relacionado com as
despesas efetuadas com os jogos de azar. Isso sugere que as novas formas de jogo podem ser um risco
para a industria de jogos no longo prazo. Os resultados mostram que a perspectiva econdmica deve ser
considerada quando se analisa o fendmeno do jogo. De facto, os fendmenos econdmicos tém
informagdes uteis para os decisores de politicas publicas e também para a industria do jogo. Além de

interagir com a literatura de diversas areas sobre o fendmeno do jogo.
Palavras-chave: Despesas com jogos de azar; Estados Unidos; Modelo ARDL.

JEL Classification: L83; C51; P36.
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1-INTRODUCTION

It is commonly perceived that economists’ work is directed towards understanding social and economic phenomena.
However, since it is a social science, economics focuses on the study of individuals and their interactions. Considering that
gambling is an interaction between individuals and groups in a specific society, the economic analysis could contribute by

providing new tools and data for public and private decision making.

The gambling phenomenon is found in both rich and developing countries alike, which indicates that it is a natural
human action. Several historical examples show the presence of gambling when economies are at their peak. The objective

of this study is to analyse, from an economic point of view, the phenomenon of gambling expenditure.

Gambling is a popular activity that has been part of most cultures over the centuries (McMillen, 2005; Bernstein, 1996)
and leads individuals to take a risk in pursuit of something more valuable voluntarily. The game is a way to achieve the
excitement (American Psychiatric Association, 2014). Moreover, the belief that money is both a cause and solution to

problems is a characteristic commonly found in gamblers (American Psychiatric Association, 2014).

The advent of online gambling opened new frontiers and brought new age groups, increasing the overall size of the
market. More specifically, the American Gaming Association (AGA) is the most significant group representative of the
U.S. casino industry totalling 240 billion dollars. This industry spreads across forty states and represents 1.7 million jobs
(AGA, 2017). In Las Vegas (which is the major gambling city in the U.S.A.), for the period from 2001 to 2016, the total

gross domestic product doubles in value $55535 to $111091 millions of dollars (FRED, 2017).

The use of econometrics makes it possible to analyse, in a practical way, the social phenomena; its interpretation gives
robustness to the discussion. Therefore, after performing several tests and diagnostic statistics that allowed us to identify
the nature of the variables, we selected the ARDL model that allows understanding the long- and short-run relationships
(the time horizon studied was from 1965 to 2016), to answer the question of research “Does the economic situation

influence expenses with gambling?” The hypotheses raised for this study are:

e HI: Wealth and poverty are positively related to gambling expenditure;
e H2: New forms of games (video games, computers, smartphones, tablets) negatively affect the gambling

industry.

The independent variable ‘personal expenditure with gambling” does not present any specifics. Nothing suggests it is
restricted to the casino or even to other forms of gaming, ignoring forms (such as Native American gaming) that mostly

take place regionally. In other words, it seems to capture the spending with the entire sector annually.

The misery index of the United States was calculated and used; the variables that compose the index (inflation and
unemployment) were also used to give robustness to the results of the model. Along with the GDP, it is an excellent way to
get a grasp on the financial situation of the people. Energy consumption was used as a proxy for new forms of play and the

population as a control variable.
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Our results suggest that GDP shows an impact on both short- and long-run on gambling expenditures. Besides, the
misery index, the unemployment and the inflation only impact in the long-run. Other economic policymakers and players

might find this article useful, as it includes a new view of the relationships of gambling and society.

The paper was organised in five different sections. The first one presents an introduction to the gambling phenomenon
and its background; the second one develops the debate regarding the literature and is followed by methodology. The fourth

section presents the results and discussion, and finally the conclusion.

2 - LITERATURE REVIEW

Several historical reports confirm that humankind has been involved with gambling (McMillen, 2005; Barbieri, 1999).
Throughout history, more prosperous societies (Roman, Greek, Egyptian, and currently American) have had a connection
with different forms of games. Gambling is understood as an activity that is not harmful to some, meanwhile, for others is
very damaging (George et al., 2017). If one you considers the rationality of individuals, then gambling is a voluntary action

that involves risk, and its objective is the economic gains (Beyerlein & Sallaz, 2017).

Fiedler et al. (2019) showed that pathological gambling — which accounts for a significant portion of revenue in the
industry — leads to high social costs and also suggested that income inequality might be related to spending concentration.

Problematic gamblers also face new risks, such as cryptocurrencies (Mills & Nower, 2019).

Van den Bergh (2009) joined opinions from various prestigious economists over GDP. They consider the GDP the best
indicator to measure economic activity and social welfare. Dolan (2008) states that the fact that several discussions exist
contributes to economists and psychologists to have a better understanding of the determinants associated with well-being.

Indeed, is possibly to relate wealthier economies with higher incomes (Howarth & Kennedy, 2016; Kahneman et al., 2006).

Frequently, economic growth-energy nexus is the object of study (e.g. Marques et al., 2017; Choi et al., 2017; Rahman
et al., 2017; Lai et al., 2011). Fuinhas et al. (2015) highlight that variables which measure electrification can be used as a
proxy of economic development. However, more energy consumption will possibly imply more adverse impacts on the
environment. Li et al. (2014) found evidence that in the case of Macau, that hypothesis is correct, as it has contributed to

provoking more CO2 emissions.

Marques et al. (2017) point out that economic and social globalisation has a relationship, in the same way, with
economic growth and energy consumption. Simcock & Mullen (2016) sustain that contemporary societies require the usage
of electricity in domestic life. Choi et al. (2017) found that the relative energy intensity could lead to an increase in the
companies’ profitability. The gambling industry is significant in the American economy. Therefore, economic variables
(such as GDP and electricity consumption) could also have explanatory power over gambling expenditures. We are going

in with the results obtained by Lai et al. (2011) for Macau, another world centre of gambling.

In the next subsection, we will approach the methodology and the data utilised to quantify the impacts of gambling in

the US economy.
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2.1 Gambling

The literature on gambling in the USA is vast. This literature discusses several gambling effects over a wide range of

fields, such as tourism and health (psychiatry/psychology). In table 1 presents the main literature’s highlights.

Table 1 - Current literature on gambling.

Authors

Highlights

Guetal. (2017)

Walker & Jackson (2010)

Adequate regulation and public intervention are required to maximize benefits.

Types of gambling that promote tourism have a stronger influence on state tax revenues.

Source: Author’s elaboration.

It is essential to weigh the different aspects of gambling in order to promote debate. There is also much discussion in

literature over the impacts of gambling; the results of various researches show positive and negative effects, as can be seen

in table 2.

Table 2 - Literature on how gambling affects society.

Authors Positive Negative

Nichols & Indian casinos associated with a significant decrease ~ After the opening of a new casino, there is a
Tosun (2017)  in crime in neighbouring counties. surge in crime in the short-run.

AGA (2017) The casino supports 350000 small business jobs. -

Davis et There was a presence of gambling disorders
al. (2017) among the USA veterans.

Akee et Fiscal Independence; Social and economic

al. (2015) development. .

Nichols et

al. (2015)
Horvath & Ani ctant role in stat

Paap (2012) n important role in state revenue -
Liet Casinos can attract foreign visitors. With adequate

al. (2010) strategy, the trade can be maximised. )
Dadayan & During the crisis, states look to increase gambling

Ward (2009)  revenue to balance the budget. )

Source: Author’s elaboration.
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A country, state or city government may find on gambling legalisation a vital revenue stream. As seen in Macau,
taxation on the gambling industry represented one of the primary sources of income for the government (Gu & Tam, 2011).
Thanks to the gambling industry, other businesses are necessary. In areas where gambling is intrinsic to the population,
companies in those regions usually invest more in research and development (Adhikari & Agrawal, 2016). Figure 1

resumes this subsection.

Figure 1 — Gambling industry and Society.

State revenue
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—
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Source: Author’s elaboration.

In synthesis, the gambling industry must not be devalued, and its influence on the economy is of the utmost importance.
One of the critical impacts in the local community is the business dynamic that the gambling industry creates, improving

the economic well-being of the population.

2.2 Misery Index

Arthur Okun created the misery index in the *70s. The index is built by adding the inflation and the unemployment
rates. The index become famous thanks to its use as ammunition in political debates between candidates, in several US

presidential elections (Lovell and Tien, 2000).

Empirical research reveals that higher rates of unemployment and inflation have economic and social costs for a
country, which causes a decrease in the well-being of economies and their respective populations (e.g. Donayre &

Panovska, 2018; Ahmad & Mykhaylova, 2017; Nucera, 2017; Ayllon & Ferreira-Batista, 2017).

Green (2011) argues that it is essential to understand the role of employability and its impacts when it comes to
policies. Unemployment affects mental health in particular (Drydakis, 2015). Green (2011) also points out that an increase

in unemployment causes a decrease in well-being.

Some of the criticism of the index was based on the fact that with only two variables being analysed it would lead to an
excessive simplification of the economic reality (Lovell and Tien, 2000). Ramoni-Perazzi & Orlandoni-Merli (2013)
discuss in their paper several formulations of the misery index and proposed a new version adding employment in the

informal sector to the original model.
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Barro (1999) proposed a new model, adding to the index the long-run interest rate as well as the GDP variation, which
brought more credibility and explanation power to the index. Barro (1999) used it to compare the economic success of the

US presidents’ mandates since 1949.

As far as we know, the first study connecting misery index and gambling can be attributed to Ozcan & Agikalin (2015).
That study aimed to verify a causal relationship between the misery index and lottery games in Turkey. The index used in
their research was a variation of the Okun’s index by adding the interest rate; they found a positive relationship between the

variables.

It is common knowledge that misery can impact the decision-making process. Indeed, it is one reason that drives some

individuals to risk everything they have, to achieve a “better” standard of living.

The United States had witnessed an increase in opportunities for gambling (Beyerlein & Sallaz, 2017), which was
possible to observe at the end of the 20th century when gambling was becoming an everyday activity, and the industry was
rapidly growing (National Gambling Impact and Policy Commission (US), 1999). In short, the misery index can be utilised

as a tool for economic analysis, policy evaluation and well-being.

In the next section, we will approach the methodology and the data utilised to quantify the impacts of gambling in the

US economy.

3-METHODOLOGY

This section is devoted to the presentation of the econometric model used and the reasons for its choice. We also
present the selected data and their characteristics. To finish, the way data and model relate and interaction to obtain

empirical results.

3.1 ARDL model

Like all addictions, gambling is easy to access. However, the process of recovery is slow, painful and riddled with
challenges. Relapses corroborate that addictive behaviour is autoregressive by default, which means that it has lasting

effects on time, even when the nature of gambling is not constant.

In this study, we used a methodology that focuses on autoregressive phenomena: Autoregressive Distributed Lag
(ARDL). Shin et al. (2014) developed a cointegrating nonlinear Autoregressive Distributed Lag, this is the extension of
Pesaran et al. (2001) model, commonly called ARDL and widely used in the literature (e.g. Rahman & Kashem, 2017; Goh

etal., 2017, Jalil et al., 2013; Fuinhas & Marques, 2012).

The use of this methodology allows studying the long and short-run effects of the independent variables on the
dependent variable, which enables a more comprehensive analysis which results in more robust research. The long-run
impacts can be studied due to the data spanning from 1965 to 2016, with a shorter period such an analysis would not be

possible.
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The ARDL models have the following structure:

Model I:
ADLPC;; = ay; + B11DLGDPy; + 51;3DPOPG + B1;3DPOPG;; 1 + B114DLPCy 1 + 645 (1)
Model II:
ADLPCy = ag; + f2in DLGDP; + BoisDLPOPG + B3 DLPOPG;t—1 + B2ia DLPCj1 + €1, (2)

Firstly the ADLPC is the vector of the dependent variable. The c; stands for the intercept, 8; and §; represent the

estimated coefficients, withn = 1,..., 5, finally €;; represents the term of error.

The ARDL model can still be developed with variables that have different orders of integration 1-(0) and I-(1). It is
essential to consider the results obtained with the autoregressive econometric model. Check the Error Correction Model
(ECM) signal obtained from the Wald test (in case of negative value the model has a long-run explanation, through the

elasticities).

3.2 Data

To test the relationship between gambling and misery index in the USA, we used the annual data from 1965 to 2016,
for this time series there is no break in the data. The descriptive statistics were conducted on the raw variables, previous to
any transformations, the stepping stone to the construction of the several models that we will present further down this
paper. Afterwards, several transformations were made to the data creating the variables that were used in the models. In
table 3 we present the descriptions of the variables, the database where they were obtained, transformations and the

descriptive statistics.
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Table 3 — Descriptive statistics, variables and databases

Descriptive statistics

Variable Obs Mean ]S)t:\/ Min Max
e 2 ser 09 203 a6l
e 2 0203 038 ssa one
oo 2 we oles 063 A
i s womss 0104 1048 0917
G 2 w50 2836 036 s
™ 2 o102 e as0 o0
i 2 s a8 sal9 0609

Description of variables

Variables Acronyms Databases Units Transformations
Consumer Price Index CPI AMECO Index Divided by 100
Population Growth DLPOPG  Worldbank Rate -
P Te i Billions
ersona’ Lonsumption DLPC FRED of Divided by CPI
Expenditures on Gambling
Dollars
Billions
Gross Domestic Product DLGDP FRED of Divided by CPI
Dollars
World Bank and
Misery Index DMYI Bureau of labour Index Sum of inflation and unemployment
statistic
Inflation DLAINFL World Bank Index -
Unemployment DLAUN Bur‘ea‘u of labour Index -
statistic

Trillion  Sum of total energy consumption of

Total Energy Consumption DLTERI EIA Btu Residential and Industrial Sectors.

Note: D and L denote first differences and natural logarithm, respectively; FRED: Federal Reserve Bank of St. Louis
(https://fred.stlouisfed.org/seriess DGAMRC1A027NBEA); EIA: Energy Information Administration (https://www.eia.gov/); AMECO: Annual macro-
economic database of the European Commission’s Directorate General for Economic and Financial Affairs (https://ec.europa.eu/info/business-
economy-euro/indicators-statistics/economic-databases/macro-economic-database-ameco_pt);  Worldbank: ~ World  Development  Indicators
(https://databank.worldbank.org/data/reports.aspx?source=2&series=NY.GDP.MKTP.KN&country=#).

Source: Author’s elaboration.
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The study of the unit-roots allows us to understand the nature of the variables better. The order of integration of the
variables must be either 1(0) or I(1) in order to use the ARDL methodology (e.g. Shahzad et al., 2017; Sek, 2017; Chang &
Chen, 2017; Katrakilidis & Trachanas, 2012; Marques et al., 2017). The unit-roots Augmented Dickey-Fuller (ADF) and
Phillips—Perron (PP) test reveals the nature of series and allows excluding the variables being cointegrated of second-order

(I(2)). For more details on stationarity, see table A1, which also presents the KPSS test.

The breakpoint unit roots test was performed to detect the presence of structural breaks in the series, and several dates
are suggested. Due to the number of observations, we use in the execution of the test, the Schwarz Information Criterion.
The null hypothesis is the presence of unit root. For more details, see table A2. The Variance Inflation Factor (VIF) statistic
confirms that the data is free from the menace of multicollinearity, which is required for the use of the proposed

methodology, for more details see Table A3 (in the appendix). In the next section show the estimation ARDL model.

The variables above are related to the state of the American economy. The reason they were chosen was to demonstrate

the impact of those macroeconomic indicators on the gambling industry.

According to the World Bank (2019), the GDP captures ‘the sum of gross value added by all resident producers in the
economy plus any product taxes and minus any subsidies not included in the value of the products’. In this case, it is used

to measure wealth in the USA. Inflation is supposed to show the differences in cost of living among the years.

That — along with unemployment — comprises the misery index, through which not only can we assess what the
economic situation is like but also the true extent of poverty in the country. Likewise, population growth is related to social

welfare.

Note that the consumer price index (CPI) was used to remove inflation from the variables gross domestic product
(GDP) and personal consumption expenditures on gambling (PC). The study contains the maximum number of data
available for the time-span in the study (52 years), it is worth observing that the longer the time horizon of the series, more

robust is the estimation (Fuinhas & Marques, 2013).

The data presented above is the stepping stone used in the construction of the econometric models. The tests performed

up to this point allow us to continue to follow the proposed methodology. In section 5 we will present the empirical results.

4 - RESULTS AND DISCUSSION
In this section, we will present the results of the study, as well as the diagnostic tests of the robustness of the estimation,

also making a brief discussion about the phenomenon.

We start by presenting the result of the Dumitrescu & Hurlin (2012) causality test that also allows the capture of the

relationship between the variables through a pair structure. Table 4 shows the results.
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Table 4 — Dumitrescu & Hurlin (2012) causality test.

UN does not Granger Cause LPC
LPC does not Granger Cause UN
LTERI does not Granger Cause LPC
LPC does not Granger Cause LTERI
INFL does not Granger Cause LPC
LPC does not Granger Cause INFL
LGDP does not Granger Cause LPC
LPC does not Granger Cause LGDP
POPG does not Granger Cause LPC
LPC does not Granger Cause POPG
MYT does not Granger Cause LPC

LPC does not Granger Cause MYI

1 lag (51 observations)

F-Statistic

3.6774

0.0741

1.1398

2.3827

0.0026

5.6368

7.2561

5.2182

6.1416

0.4514

0.8445

3.7587

Prob.

0.0611

0.7866

0.2910

0.1293

0.9598

0.0216

0.0097

0.0268

0.0168

0.5049

0.3627

0.0584

2 lags (50 observations)

F-Statistic

2.6975

0.7342

0.6190

2.1533

1.0873

4.7967

2.1373

29711

2.7298

0.6376

0.8173

2.2509

Prob.

0.0783
0.4856
0.5430
0.1279
0.3458
0.0129
0.1298
0.0614
0.0760
0.5333
0.4481

0.1170

Source: Author’s elaboration.

All variables have some relation to gambling expenses. The only exception is the LTERI variable that is not directly
related to gambling expenses. That result was not surprising, but its relationship is interacting with other variables in the

model is expected as it acts as a proxy. Thus, this fact does not negate its use. The highlight of this test is for the GDP with

the use of 1 lag presented bidirectional relationship with gambling expenses.

In the ARDL models (see table 5), the dependent variable used is the first differences of LPC.
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Table 5 —~ARDL results.

Model I Model IT
Short-run
DLPC(-1) 0.271453% * * 0.294237% * x
DLGDP 1.011477% * * 1.070884% * *
:
DPOPG 0.103208% | 0.094842+
DPOPG(-1) -0.234395% % * 20226608+ * *
Blasticites
LGDP 4326788% * * 4349993 % * x
;
LPOPG 2.343495% % * | 2.457199% *
;
LTERI 3.631531% * * | 3.663492% * %
MYI 0.086477% * % ‘ n.a.
INFL n.a l 0.097311% * *x
:
UN na | 0.075238+
pummies
D_2007_14 -0.042555% * na.
;
D 2007 13 na 00351404
Eem ooses e 00000ss
R2 0.780190 0.768883
R2 0.730733 0709622
Jarque-Bera (prob.) 0.799419(0.670515) | 0.634537(0.728135)
IMQue) osa2
ARCH (1 ey o087
G orss  dosm
CRESET (fited terms) ossel(cy Losa0

Note: n.a. denotes variable not applicable in model.

Source: Author’s elaboration.

The diagnostic tests were performed to confirm the robustness of the econometric model. The heteroskedasticity tests

accept the null hypothesis of homoscedasticity. The Jarque-Bera normality test ratifies that the models’ residuals are

normally distributed. The serial correlation was tested using the Breusch-Godfrey serial correlation LM test, concluding the

inexistence of serial correlation. The adjusted R-squared () and SER confirm the statistical normality of the models.
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Several diagnostic tests were applied to check the validity of the estimated models: (i) Jarque-Bera normality test; (ii)

Breusch-Godfrey serial correlation LM test; (iii) Breusch-Pagan-Godfrey (BPG)/ Autoregressive Conditional

heteroskedasticity (ARCH) to test for the presence of heteroskedasticity; and (iv) Ramsey RESET test the model

specification. All of wh

ich are statistically significant.

Recurring to the ARDL method, three models were constructed. Although they are different between themselves, they

have similarities. All the models were tested more comprehensively, containing both constant and trend in consonance with

Pesaran et al. (2001) however the trend not being statistically significant as can be observed (Fuinhas & Marques, 2012;

Rahman & Kashem, 20

17; Jalil et al., 2013).

Finally, the stability of the parameters was verified through CUSUM and CUSUM of Squares test. Details in figure 2.

Figure 2 — CUSUM and CUSUM of Squares.
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Source: Author’s elaboration.

Through the graphs, it is concluded that the parameters are stable, in the presence or absence of dummies, since the

CUSUM and CUSUM of Squares lines are within the significance of 5%.

The ARDL results are robust and are in line with the results presented in the pairwise structure. In the long-run, in
models I and II, all independent variables impact the dependent variable (DLPC). In the short-run just DLPC(-1), DLGDP,

DPOPG and DPOPG(-1), it has an impact on gambling expenses.

In both models, shift-type dummies were introduced to control the subprime mortgage crisis (SMC) effect. For the
model, I, the dummy is from 2007 to 2014. For model II, the dummy is from 2007 to 2013. They are reinforcing that the
impacts of the crisis were global and also affecting the gambling industry. Others researches that focus on gambling, during

this period, should incorporate this break to avoid econometric instability.

The misery index and its decomposition (UN and INFL) have high explanatory power over the dependent variable in
the long-run. The phenomenon that the index of misery captures relates to the well-being and wealth of the population. In
the event unemployment and inflation cause society to lose its purchasing power, increase the sensitivity of economic

instability and suggests an induction to the game, which can be a way to “change lives”.

In the short-run, a 1% increase in GDP induces an increase in gambling expenditure by over 1%. In a model, where the
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economy is growing, even at a slow rate, it brings a feeling of security to the population, which enables a higher proneness
to risk. In the long-run, if economic stability exists and is assimilated by society and a higher level of risk is also found,

meaning that a positive and meaningful impact on the gambling industry.

The models showed a positive coefficient for the delayed dependent variable (DLPC (-1)). That means that past
spending has an impact in the same direction in the present. It can be concluded that the dependent variable is
autoregressive, a result corroborating with Livingstone et al. (2018) on the nature of the variable and its effects. In addition
to reinforcing the existence of absolute dependence on the game. This result further contributes to the debate on the adverse

effects of the game (e.g. Nichols & Tosun, 2017; Davis et al., 2017).

An increase in the population of 1% would cause at a long-run an increase in gambling expenditure over 2%. The
results of population growth are indicative of an economy growing. However, in short-run, the positive and negative
variations are distinguishable. Suggesting that the same endogenous factors that drive population growth also increase

gambling expenses.

The SMC (2008-09) had a crucial limiting impact on the gambling industry. There is evidence of the depressing impact
of the economic crisis on gambling expenditure (e.g. Horvath & Paap, 2012; Gu, 1999). Horvath & Paap (2012) stated that
in challenging economic scenarios, excessive consumption decreases. Gambling consumption, from an economic point of
view, is a superfluous one, as such, is sensitive to the economic crisis. However, the cases of compulsive players require

attention because they are not linear.

The results show that the classic version of the misery index has a substantial impact on gambling expenditure in the
long-run. The data appears to indicate that a decrease in well-being would lead society to become more prone to risk.
Individuals would find gambling as a form of improving their standard of living. That is possible due to some types of

gambling requiring low amounts of money, a small percentage when compared to possible earnings (e.g. Mikesell, 1994).

According to the laws of the United States, all forms of gambling are age-restricted (18-21 years usually considered the
minimum ages), this factor is a possible explanation of the higher impact of population growth in the long-run. Individuals

need to reach a certain age to access all forms of gambling legally.

Regarding economic income (measured recurring to GDP) a higher level of wealth would enable the populations to
gamble more. Thus, explaining the positive impact of this variable in the long-run. The results suggest two interactions,
tourist expenditure, international and national. This interpretation was due to the knowledge that a closed economy cannot
grow; there would only exist capital redistribution. Which corroborates what Li et al. (2010) stated that gambling
enterprises could not grow if their client base is entirely local, it is of the utmost importance that the industry can attract

foreign gamblers/visitors, for it is the only way towards growth.

The model revealed that in the long-run, electricity consumption has a substantial adverse impact on the gambling (in
models I and II, the impact is: -3.631531 and -3.663492, respectively). One of the causes we suggest is that technological

development has produced new forms of entertainment that also act as substitutes for gambling. The contrast between
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different generations can also be seen in entertainment patterns. Younger generations are more comfortable to use with new

technologies, which consequently use electricity as a source of energy.

Are online games (with or without financial risk) the substitutes for the standard form of gambling? The access to this
type of entertainment is not always free. For access, there is a need for proper payment, in addition to the obligation to have
more equipment to use. Indeed, it requires access to new technologies, streamlines processes and facilitates of
communication. However, different generations of users have diverse preferences. Genc (2014) points out that children beg
to play with smartphones and tablets. We also see incentives for younger people to be included in the design processes to

develop new technology solutions for children’s users (Chimbo & Gelderblom, 2018).

Historically, the industry has been capable of evolving (Horvath & Paap, 2012), and became a centre for entertainment,
while always looking to expand their customer base (e.g. restaurants, commercial centre, showroom, hotels, etc.). This new
situation is just another opportunity for development. Casinos have detected this crisis and have been developing forms of
gambling more appealing to newer generations, such as the introduction of video games/skill-based games in casino floors.
The state of Nevada has even introduced new legislation to accommodate this new form of gambling. This study further

strengthens the necessity for the industry to be able to adapt to the changes in customs and beliefs of the populations.

5 - CONCLUSION

This research analyses the impact of wealth and poverty on gambling expenditure. To achieve this objective, we
recurred to the ARDL method. The study focuses on the United States, and the annual data ranges from 1965 to 2016. The
hypotheses of this article have been validated. Wealth and poverty (inflation and unemployment or misery index) are

positively related to gambling expenses, and new forms of gambling can negatively affect the gambling industry.

The new forms of gambling could be proxied, albeit crudely, by the consumption of electricity. The results show that
this variable exerts a reductive impact on gambling expenses in the long-run. That is, without an effort by gambling

companies to innovate and develop their services, the American gambling industry can put some of their profits at risk.

During the subprime mortgage crisis, there is a decrease in gambling expenditure. Overall, wealth (measured by GDP)
is pro-cyclical with gambling expenditure, means that it follows the economic situation. One of the suggestions that can be
made after analysing the results is when looking to the increase of state revenues. Gambling can be a solution to maximise
states’ income during boom periods. For the gambling industry does not to be a zero-sum game, it is essential that public
policies and the incentives for tourism being carefully thought out. Political barriers can undermine this vital source of

income in the state.

Gambling is a phenomenon influenced by much more than only psychological factors. The results of this research also
indicate that economic factors are necessary to explain the expenses with gambling. At the state or city level, a
microeconomic analysis can provide public and private decision-makers with valuable information that could benefit their

economic policies.
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APPENDIX

Table Al - Unit roots test

. Level \ First differences

Variables ADF PP Kpss | ADF PP KPSS

LGDP T -2.977990[1] -2.758751[3]  0.12118674] | -5.402476-[0]  -5.723200~713]  0.078135(8]
g -0.906040[1] -1.800601[7] 0.975778*5] | -5.414667*+0] -5555081**[12]  0.217624[6]
n  3.579014[1] 7.054491[5] n.a. | -3.593435+[0]  -3.536307**[2] n.a.

LPC r -0.111006[1] 0.538616[2]  0.193883*(5] } -4.4428134[0]  -4.383502*+[3]  0.169358*[3]
y -1.938381[1] -2.012386(3]  0.951022**[5] | -3.804546*0]  -3.894546*[0] 0.448178*[4]
n 2.124999[1] 3.770544[5] n.a. } -2.312107*0] -2.056067[3] n.a.

POPG T -2536720[1] -2077870[3]  0.136914*5] | -5.001948*+0] -5.834550*+[33]  0.107128[7]
y -2.131433[1] -1825868[3]  0.310208[5] | -5.037396*+[0] -5.070075**[26]  0.114206[7]
n  -0.864435[1] -1.243638[6] n.a. | -5.043884°[0]  -4.905824+(25] n.a.

UN T 3.621160%[1]  -2.376032(4]  0.109164[4] | -5.000552*4[0] -4.772173*4[13]  0.076540[7]
y 37484551  -2.494175[4]  0.125112[4] | -4.983280**0] -4.704933*[12]  0.116382[6]
n -0.692285[1] -0.463943[6] n.a. | -5.032805+[0] -4.782714*~[11] n.a.

\

INFL T -3.996036%(1]  -3.019660[13]  0.105761[4] | -5.034388*0]  -9.759384*(45]  0.500000*(50]
y o -2.294528[0] -2357556(8]  0.521662"(5] | -5.981384*(0]  -9.075718"[49]  0.500000%(50]
n  -1290848[0]  -1.158901[18] na | "60413317(0]  -8.6086627[43] na

MY T -2.447676[0] -2.410080[7]  0.110871[5] | -5.463267*+[0] -5.287657*+[14]  0.104144[9]
g -1.822449[0] -1925513[4]  0.315330[5] | -5.427102*0] -5.233030*4[12]  0.193987[7]
n  -0.558357[0] -0.562828[6] n.a. | -5.483140*[0]  -5.308208*12] n.a.

LTERI T -2.739014[0] 27817821  0.2221845] | -6.300793%40]  -6.406298*(1] 0.076364[0]
y  -3.203824%[0]  -3.235492[1] 079908275 | -6.150561*40]  -6.150561%[0] 0.371609*[2]
n  1.605907[0] 1.546539(2] n.a. | -6.021648*0]  -6.027718*[1] n.a.

Notes: In [] the numbers of lags; u stands for Constant; t stands for Constant and Trend. ***, ** and * denote significance at 1%,

5% and 10%, respectively.

Source: Author’s elaboration

Table A2 - Lee Strazicich LM unit root test

Model: Break (C)
Null hypothesis: infl has a unit root with a break
Minimum test statistic (tau) -8.89103** [1]
Breakpoint 1977 and 1982
Null hypothesis: Igdp has a unit root with a break
Minimum test statistic (tau) -5.61127* [8]
Breakpoint 1979 and 2007
Null hypothesis: Ipc has a unit root with a break
Minimum test statistic (tau) -5.04809 [5]
Breakpoint 1990 and 2006
Null hypothesis: lteri has a unit root with a break
Minimum test statistic (tau) -6.32972** [8]
Breakpoint 1980 and 1995
Null hypothesis: myi has a unit root with a break
Minimum test statistic (tau) -5.72719* [1]
Breakpoint 1982 and 2008
Null hypothesis: popg has a unit root with a break
Minimum test statistic (tau) -7.56895* [8]
Breakpoint 1989 and 1999
Null hypothesis: un has a unit root with a break
Minimum test statistic (tau) -6.61013*[7]
Breakpoint 1983 and 2007

Model: Crash (A)
Null hypothesis: infl has a unit root with a break
Minimum test statistic (tau) -3.52432* [1]
Breakpoint 1976 and 1985
Null hypothesis: Igdp has a unit root with a break
Minimum test statistic (tau) -3.07822
Breakpoint 2000 and 2006
Null hypothesis: Ipc has a unit root with a break
Minimum test statistic (tau) -2.22345 [5]
Breakpoint 1976 and 2002
Null hypothesis: Iteri has a unit root with a break
Minimum test statistic (tau) -3.0028 [8]
Breakpoint 1975 and 1978
Null hypothesis: myi has a unit root with a break
Minimum test statistic (tau) -2.64013 [1]
Breakpaint 1980 and 1983
Null hypothesis: popg has a unit root with a break
Minimum test statistic (tau) -2.79588 [7]
Breakpaint 1982 and 1999
Null hypothesis: un has a unit root with a break
Minimum test statistic (tau) -4.22394*** 1]
Breakpaint 1984 and 1993

Note: In [] number of selected lags

Source: Author's elaboration
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Table A3- Variance Inflation Factor (VIF)

Model | Model Il
digdp 2.82 (8.96) 3.39(13.87)
dun n.a 2.74 (1.16)
diteri 2.15(6.28) 2.3 (8.65)
dinfl n.a. 1.89 (2.68)
dpopg 1.04 (1.87) 1.05 (1.96)
dmyi 1.72 (1.66) n.a.
Mean VIF 1.93 (4.70) 2.27 (5.66)

Notes: dlpc is a dependent variable; values inside ()
represent VIF calculated for the logarithms natural; and
n.a. denotes variable not applicable in the statistic.

Source: Author’s elaboration
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